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ρ-VEX Overview 

• Dynamically reconfigurable VLIW processor 

 

• Adapt processor to workload 

 

• Assign resources (datapaths) to threads 

 

• Developed at TU Delft 

 

• Prototyped on FPGA (softcore) 
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EU Project ALMARVI consortium 
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Medical Imaging 

• Real-time feedback (continuous radation) 

 

• Reduce radiation doses 

 

• Keep/improve image quality 

 

• Limit latency 

 

• Maintainability ~15 years 
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Medical Imaging 

• Network latency between machines 

• Hardware availability too short 

• Multiple machines -> difficult to debug 
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Acceleration 

• Possibility: FPGA 

 

• Large amounts of resources (parallellism!) 

 

• Long availability 
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FPGA 
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• VHDL (hand-written) 
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Softcore processor: ρ-VEX 

• Written in VHDL 

 

• Highly generic (also design-time) 
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Softcore processor: ρ-VEX 

• Workload characteristics: 

 

• Image processing 

 

• Lots of parallellism 

• ILP 

• DLP 

• Streaming 

 

• Aims: small area footprint, high clock frequency 

• 2-issue VLIW 

• Disable forwarding (decreases area, increases clock frequency) 

• Loop unrolling limits performance penalty 
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Memory Hierarchy 

• Image processing pipeline 

 

• Stages stream data from one filter to the next 
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Memory Hierarchy 
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Implementation 
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Implementation 
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Synthesized Design 
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• Applications - Image processing pipeline (Rolf, Joost), Doom (Koray, 

Jeroen), Demos (Muneeb, Joost, Jeroen), Benchmarks SPEC, MiBench, 

Malardalen, Powerstone (Anthony, Joost) 

 

• Operating System support - Linux (Mainly Joost, some low-level code 

written/fixed/updated by Anthony & Jeroen), FreeRTOS (Jeroen, Muneeb) 

• Runtime libraries - Newlib (Joost, Anthony), uCLibc (Tom, Joost), Floating 

Point & Division, math (Joost) 

• Compilers - HP VEX, GCC (IBM, Anthony, Joost), Cosy (Hugo), LLVM 

(Maurice, Hugo), Open64 (Joost) 

• Binutils - Assembler, linker, etc. (Anthony), VEXparse (Anthony, Jeroen) 

• Architectural Simulator (Joost) 

 

• Debug hardware, tools and interface (Jeroen) 

• Hardware design - VHDL (Jeroen) 

• ASIC manufacturing effort - core (Lennart), interface (Shizao) supported by 

Jeroen 
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http://rvex.ewi.tudelft.nl 
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